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Abstract This short paper presents how rostering problems can be modeled and solved using constraint programming. The emphasis is on the choice of constraints which efficiently exploit the substructures of rostering problems, on the way to occasionally bend the rules in order to handle overconstrained instances, and on generic search heuristics built from the constraints in the model.
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1 Introduction

Rostering problems appear both in the public and the private sectors. Despite a few decades of scientific investigation, providing a solution method that is robust across problems or even instances of the same problem remains a challenge. Typically in rostering the notion of optimality is not easily defined — in practice, human judgement is often required to make a choice from a set of candidate solutions meeting predefined criteria. Many therefore consider rostering as a satisfaction problem. Constraint programming (CP) is an method of choice to solve satisfaction problems and this paper intends to describe its modus operandi. Let us first review the rostering variants we shall consider.

1.1 Cyclical scheduling

In many industries and public services work is carried out on a continuous basis, twenty-four hours a day, seven days a week. Typical examples arise in police and fire departments, in automobile assembly plants, in steel mills, etc. In such contexts work schedules often comprise sequences of work shifts of several types separated by rest periods. When the personnel is interchangeable, cyclical schedules, a repeating pattern
of sequences of work and rest days alternating over a few weeks, are particularly well adapted. In effect, everyone has an identical schedule but that is out of phase with the others, thus ensuring fairness among the staff.

A simple example will help understand the rules commonly applied to the construction of rotating schedules. Figure 1 depicts a five-week cycle containing three types of work shift ($D = \text{day}$, $E = \text{evening}$, $N = \text{night}$) and rest periods denoted by “–”. This schedule operates with five teams of workers. When it is first implemented, each team is assigned a different week. At the end of each week, each team moves down to the following row of the grid and the last team moves up to the first row. After five weeks, each team has gone through the same cycle. In this example, the required manpower is the same on each shift every day of the week, but this need not always be the case.

1.2 Personnel Scheduling

When members of the personnel have individual restrictions or preferences that must be taken into consideration, such as unavailabilities due to other activities or particular skills, cyclical schedules become inappropriate. Personalized schedules for each member of personnel are then preferred. The planning period generally ranges from a few weeks to a few months at a time. That latter family is typical for doctors and nurses. Figure 2 illustrates a typical schedule, each row corresponding to an individual roster.

1.3 Shift Scheduling

Whereas the previous two problems scheduled shifts over individual days, shift scheduling operates on a different scale. It builds the latter shifts by planning the individual activities during a work day, typically breaking it up into 15-minute intervals. This makes the planning period (in terms of the number of basic units to plan) slightly
longer than the previous two. Work regulations will require rest periods and lunch breaks depending on the duration and number of activities planned. This problem often arises in the service industry, for example in retail and banking.

In the rest of the paper, Section 2 gives a short introduction to constraint programming and its modeling primitives, Section 3 reviews the common requirements of rostering problems and shows how they are modeled in $cp$, Section 4 presents how we can allow a controlled violation of constraints, and Section 5 describes a promising generic search heuristic. Final comments are given in Section 6.

2 Constraint Programming

This section gives a very brief introduction to constraint programming. Constraint programming solves combinatorial problems by actively using the constraints of the problem to implicitly eliminate infeasible regions of the solution space. The algorithm at the heart of this approach implements complex logical reasoning over the set of constraints.

To every variable of a $cp$ model is associated a finite domain: each value in that domain represents a possible value for the variable. Constraints on the variables forbid certain combinations of values. Picturing the model as a network whose vertices are the variables and whose (hyper)edges are the constraints provides insight into the basic algorithm used in $cp$. A vertex is labeled with the set of values in the domain of the corresponding variable and an edge is incident to those vertices representing the variables appearing in the associated constraint. Looking locally at a particular edge (constraint), the algorithm attempts to modify the label (reduce the domain) of the incident vertices (variables) by removing values which cannot be part of any solution because they would violate that individual constraint; this local consistency step can be performed efficiently. If every violating variable-value pair is identified and removed, we achieve domain consistency which is the best we can do locally; sometimes achieving that level of consistency is computationally too costly and we will only remove (numerical) values at both ends of a domain, achieving bound consistency.

The modification of a vertex's label triggers the inspection of all incident edges, which in turn may modify other labels. This recursive process stops when either all label modifications have been dealt with or the empty label is obtained, in which case no solution exists. The overall behavior is called constraint propagation.

Since constraint propagation may stop with indeterminate variables (i.e. whose domain still contains several values), the solution process requires search and its potentially exponential cost. It usually takes the form of a tree search in which branching corresponds to fixing a variable to a value in its domain, thus triggering more constraint propagation. We call variable-selection heuristic and value-selection heuristic the way one decides which variable to branch on and which value to try first, respectively. For combinatorial optimization problems, the tree search evolves into a branch-and-bound search in which one branches in the same way and lower bounds at tree nodes are obtained by various means.
2.1 Core of the Rostering Model

Starting this time with personnel scheduling, let $J$ denote the index set for successive days of the planning period, $I$ for staff members, and let $Q$ denote the set of possible shifts, including off and vacation.

For each staff member $i \in I$ and each day $j \in J$, we define an assignment variable $X_{ij} \in Q$ that indicates which shift is assigned to $i$ on day $j$. For short, we use $X_{i*}$ (respectively $X_{*j}$) to represent successive assignment variables $\langle X_{i1}, X_{i2}, \ldots, X_{i|J|} \rangle$ associated to staff member $i$ (respectively $\langle X_{1j}, X_{2j}, \ldots, X_{|I|j} \rangle$ associated to day $j$).

In cyclical scheduling, the same basic assignment model applies except there will be no index $I$ of staff members since they share the same roster. In shift scheduling, index $J$ ranges over short time intervals and set $Q$ is made up of activities and breaks.

2.2 CP Modeling Primitives

In constraint programming just as in linear programming, one must define a formal mathematical model of the problem to solve. Unlike linear programming, constraint programming has a rich heterogeneous set of constraints in its modeling language with which one must familiarize himself. We present some of the most useful ones for rostering.

**Linear constraints.** Consider a vector $X = \langle x_1, x_2, \ldots, x_n \rangle$ of integer finite-domain variables, a vector $c = (c_1, c_2, \ldots, c_n)$ of coefficients and integers $\ell$ and $u$. For linear constraint

$$\ell \leq cX \leq u,$$

we can achieve bound consistency in time linear in $n$ or the stronger domain consistency in time linear in $n$, in the domain sizes, and in the magnitude of $\ell$, $u$, the $c_i$'s, and the domain values, by computing a recursion through dynamic programming [1].

**Functional constraints.** These are useful to state a functional relationship between a pair of variables. Consider a vector $V = \langle v_1, v_2, \ldots, v_m \rangle$ of values and finite domain variables $X$ and $Y$. Constraint

$$\text{ELEMENT}(X, V, Y)$$

makes $Y$ take the value from $V$ which is indexed by $X$. An equivalent but more direct syntax is

$$Y = V[X].$$

Any modification to the domain of $X$ is reflected on the domain of $Y$ and conversely any change on $Y$ can affect $X$. Domain consistency is cheaply enforced [2].

**Extensional constraints.** Given a vector $X = \langle x_1, x_2, \ldots, x_n \rangle$ of finite domain variables, constraint

$$\text{EXTENSION}(X, T)$$

defines in extension the set $T$ of admissible $n$-tuples for $X$. The filtering algorithm that maintains domain consistency is exponential in $n$ though for some special cases it can be low polynomial [3].
Value occurrence constraints. Consider vector \( V = \langle v_1, v_2, \ldots, v_m \rangle \) of values, vector \( X = \langle x_1, x_2, \ldots, x_n \rangle \) of finite domain variables taking their values in \( V \), and vector \( C = \langle c_1, c_2, \ldots, c_m \rangle \) of nonnegative integer variables. Constraint

\[
\text{GCC}(C, V, X)
\]
guarantees that each \( c_j \) equals the number of variables in \( X \) whose value is \( v_j \). Its filtering algorithm, based on network flow theory, achieves domain consistency and runs in polynomial time [4].

Additionally, consider a positive integer \( w \) and two vectors of \( m \) nonnegative integers \( \lambda \) and \( \bar{\lambda} \). Constraint

\[
\text{SLIDINGGCC}(X, V, \lambda, \bar{\lambda}, w)
\]
guarantees that in each subsequence of \( X \) of length \( w \), value \( v_k \) \((1 \leq k \leq m)\) appears between \( \lambda_k \) and \( \bar{\lambda}_k \) times. This constraint is conceptually equivalent to \( \text{GCC} \) constraints expressed on each position of a sliding window but treating them all at once improves the filtering capability [5][6].

Value distribution constraints. Given a set of finite-domain variables \( X = \{x_1, x_2, \ldots, x_n\} \) and bounded-domain continuous variables \( \mu \) and \( \sigma \), constraint

\[
\text{SPREAD}(X, \mu, \sigma)
\]
states that the collection of values taken by the variables of \( X \) exhibits an arithmetic mean \( \mu \) and a standard deviation \( \sigma \). Bound consistency is achieved in low polynomial time [7][8].

Formal language membership constraints. A deterministic finite automaton (DFA) may be described by a 5-tuple \( A = (Q, \Sigma, \delta, q_0, F) \) where \( Q \) is a finite set of states, \( \Sigma \) is an alphabet, \( \delta : Q \times \Sigma \rightarrow Q \) is a partial transition function, \( q_0 \in Q \) is the initial state, and \( F \subseteq Q \) is the set of final (or accepting) states. Given an input string, the automaton starts in the initial state \( q_0 \) and processes the string one symbol at a time, applying the transition function \( \delta \) at each step to update the current state. The string is accepted if and only if the last state reached belongs to the set of final states \( F \). The languages recognized by DFA's are called regular languages.

Let \( X = \{x_1, x_2, \ldots, x_n\} \) denote a vector of finite-domain variables with respective domains \( D_1, D_2, \ldots, D_n \subseteq \Sigma \). Under a regular language membership constraint

\[
\text{REGULAR}(X, A)
\]
any sequence of values taken by the variables of \( X \) must belong to the regular language recognized by \( A \). Domain consistency is achieved in time linear in the size of a layered graph built by unfolding the automaton over the variables [9]. A constraint based on the larger class of context-free languages was subsequently proposed [10][11].

3 Common Requirements

While the precise requirements for an adequate solution vary between problems and even among instances of a same problem, we attempt here a broad classification of the typical requirements, based on the relevant literature and on our own experience [12][13][14][15]. More importantly, we will show how each class is modeled in constraint programming.
3.1 Coverage

Perhaps the most basic requirement is that a sufficient number and variety of shifts must be staffed throughout the planning period in order to guarantee minimum coverage of a demand curve. Sometimes there may be a target and/or a maximum allowed coverage. In the case of shift scheduling, the demand is expressed at the finer level of activities which are performed during a shift. The demand may also be expressed indirectly in terms of periods of the day instead of shifts. Such periods form a partition of the day into disjoint intervals of time. A staff member is present during a particular period if and only if his shift covers the considered period (shifts are usually designed so that they entirely cover one or several periods).

Consider the following example featuring such an indirect expression. There are five shifts: $q_1$ from midnight to 8am, $q_2$ from 8am to 4pm, $q_3$ from 8am to 8pm, $q_4$ from 4pm to midnight, and $q_5$ (off). The day is partitioned according to four time periods $p_1 = [\text{midnight, 8am}], p_2 = [\text{8am, 4pm}], p_3 = [\text{4pm, 8pm}]$ and $p_4 = [\text{8pm, midnight}]$. Note that $p_1$ is covered by shift $q_1$, $p_2$ by $q_2$ and $q_3$, $p_3$ by $q_3$, and $q_4$ and $p_4$ by $q_4$. Consider vectors $q = (3,5,6,3)$ and $q = (6,8,9,6)$ indicating the minimum and maximum workforce allowed for each period ($q_{\ell} \leq \text{workforce at } p_\ell \leq q_{\ell}$) on a given day $j$. In order to express the constraint, we first introduce a vector $M = (m_1, \ldots, m_5)$ of auxiliary variables to represent the number of occurrences of each shift during day $j$. Then, we state

$$\text{GCC}(M, Q, X_{ij}),$$

$$P_1 = m_1, \; P_2 = m_2 + m_3, \; P_3 = m_3 + m_4, \; P_4 = m_4,$$

$$3 \leq P_1 \leq 6, \; 5 \leq P_2 \leq 8, \; 6 \leq P_3 \leq 9, \; 3 \leq P_4 \leq 6.$$

The first line links the occurrence variables to the main decision variables through the global cardinality constraint described in Section 2.2. The second line builds simple linear expressions of the occurrence variables to represent the number of occurrences $P_k$ for each period $p_k$. Finally the third line expresses the coverage requirements for periods.

3.2 Availability

A given staff member, according to his qualifications, full/part time status, vacation, and outside responsibilities, is not available at all times. Some activities are not possible at certain times of the day. There may be preassignments, forbidden assignments, and even candidate vacation days from which a certain number must be selected. Most availability constraints are easily modeled as unary constraints ($X_{ij} = q$ or $X_{ij} \neq q$).

3.3 Workload

The number of hours worked by a staff member (or some other measure of his workload) in the course of a week, two weeks, a month, or the whole planning period are regulated by the work contract, sometimes with very little flexibility such as for cyclical scheduling or in the case of nurses.
A workload constraint is defined by a 5-tuple \( (i, j_{\text{beg}}, j_{\text{end}}, h, \overline{h}) \) and imposes that the number of hours worked by staff member \( i \) over the time period (set of successive days) \([j_{\text{beg}}, j_{\text{end}} + 1] \) lies between \( h \) and \( \overline{h} \).

Consider the following example where there are seven shifts in \( Q \): off (that lasts 0 hours); D4 and E4 (4 hours); D6 (6 hours); D8, N and E8 (8 hours). We consider the workload requirement \((i, 15, 21, 30, 35) \) that requires staff member \( i \) to work between 30 and 35 hours over the third week of the planning period (from day 15 to day 21). Let \( h(X) \) represents the duration of the shift assigned to \( X \). A straightforward way to express the restriction is to state

\[
Y_j = h(x_{ij}) \quad (15 \leq j \leq 21)
\]

\[
30 \leq Y_{15} + Y_{16} + \cdots + Y_{21} \leq 35,
\]

using both linear and functional constraints.

In this case, simple bound consistency would normally be applied, unless the number of variables and the permitted range of total hours worked are small enough to make the dynamic programming approach feasible. There is an alternate way to express the constraint that will achieve domain consistency. Its cost is exponential in the number of distinct shift durations but this is always small in rostering problems. Let \( Q = \{Q_1, \ldots, Q_p\} \) be the partition of \( Q \) into classes of shifts having the same duration and \( h_1, \ldots, h_p \) be the durations of shifts in \( Q_1, \ldots, Q_p \). In our example, there are four classes and the possible durations of the shifts are 0, 4, 6, and 8. Let \( T \) represent the set of tuples \( (m_1 \ldots m_p) \) such that \( h \leq \sum_{1 \leq k \leq p} h_km_k \leq \overline{h} \) and \( \sum_{1 \leq k \leq p} m_k = j_{\text{end}} - j_{\text{beg}} + 1 \). For the example, \( T = \{(m_1, m_2, m_3, m_4) : 30 \leq 0 \ast m_1 + 4 \ast m_2 + 6 \ast m_3 + 8 \ast m_4 \leq 35 \text{ and } m_1 + m_2 + m_3 + m_4 = 7 \} = \{(3, 0, 0, 4), (3, 0, 1, 3), \ldots \} \). We introduce auxiliary variables \( Y = \{Y_{1}, \ldots, Y_{j_{\text{end}} - j_{\text{beg}} + 1}\} \) with \( Y_k = t_Q(x_{ij_{\text{beg}} + k - 1}) \) \((1 \leq k \leq j_{\text{end}} - j_{\text{beg}} + 1)\), table \( t_Q \) giving the index of the duration class of the shift assigned to the decision variable, and multiplicity variables \( M = \{m_1, \ldots, m_p\} \), with \( m_k \) \((1 \leq k \leq p)\) counting the number of variables in \( \{X_{ij_{\text{beg}}}, \ldots, X_{ij_{\text{end}}}\} \) whose assigned value belongs to class \( Q_k \). To express the constraint, we state

\[
\text{GCC}(M, (1, \ldots, p), Y), \quad \text{EXTENSION}(M, T).
\]

In cyclical scheduling, workloads are often expressed not on calendar weeks but on a sliding window of a given number of days. For example on any nine consecutive days, five or six must be worked:

\[
\text{SLIDING}_\text{GCC}(X, \langle \text{off, day, evening, night} \rangle, \langle 3, 1, 1, 1 \rangle, \langle 4, 9, 9, 9 \rangle, 9).
\]

### 3.4 Distribution

In rostering, many requirements aim for a fair distribution of shifts among staff members and for balanced individual schedules. We distinguish balance for a certain type of shift or for some other feature among the staff, either evenly or according to some criterion such as seniority, distribution of weekends off across the planning period for individual staff members, and relative proportion of certain types of shifts in individual schedules. For the most part, this is not an issue for cyclical schedules but it can make quite a difference in the quality of personnel schedules.
Consider the following example. A weekend on which one day is worked and the other not is called a broken weekend, a generally undesirable feature. Let $B_i$ represent the number of broken weekends in staff member $i$’s schedule (these can be linked to the decision variables in a similar way as before). We often do not know in advance how many such weekends will occur in a schedule but we nevertheless wish the number of broken weekends to be about evenly distributed among all staff members except the first two, who have more seniority and should therefore have about half that of the others:

$$Y_1 = 2B_1, \ Y_2 = 2B_2, \ Y_i = B_i \ (3 \leq i \leq |I|), \ \text{SPREAD}(Y, \mu, \sigma), \ \sigma < 1$$

3.5 Ergonomic considerations

This is the largest and most heterogeneous class. Various requirements ensure a certain level of quality for the schedules produced and may be specified either globally for the staff or only for certain individuals.

Typical requirements are: patterns of shifts over certain days such as alternating between two types of shifts on weekends, length of stretches of shifts of identical type to avoid working too few or too many days in a row on a certain shift, patterns of stretches such as forward rotation (going from day shifts to evening shifts to night shifts to day shifts again), and patterns of stretches of a given length that ask for at least so many consecutive shifts of a certain type right after shifts of another type or for (lunch) breaks after so many hours worked in shift scheduling. We also include preferences and aversions.

One way to handle the latter is to consider them as the previously discussed availabilities, though this may be too strict and lead to overconstrained instances. We discuss another way in Section 4. As for the rest, they are all restrictions on the combinations of values taken by a sequence of variables and each can be modeled as a regular language. In shift scheduling, because the sequencing rules for activities and breaks are very constraining, all such rules are usually handled together in a single regular language.

For example in cyclical scheduling, most authors assume that a change of shift type can only occur after a rest period. If in addition only forward rotations are allowed, the only possible patterns in a three-shift system ($a$, $b$ and $c$) are then $aoa$, $bob$, $coc$, $aob$, $boc$ and $coa$ (“o” indicates an off shift). The corresponding regular language can be described by the automaton $A$ illustrated at Figure 3, giving the following constraint for each staff member $i$:

$$\text{REGULAR}(X_{\star i}, A).$$

In some cyclical scheduling instances, vertical constraints on stretches of shifts are also imposed, e.g., no more than three Fridays in a row may be worked in the evening. This can be handled in a similar way as before, constraining a column of decision variables instead of a row.

4 Soft Constraints

Constraint programming’s main strength is the reduction of the search space through powerful inference at level of individual constraints. For this to work, the underlying
assumption is that constraints are hard, i.e. cannot be violated. In rostering, requirements regarding coverage, availability, and even workload are usually hard. However, some distribution and ergonomic rules may be soft. Staff members may also have conflicting preferences, leading to an overconstrained instance. We outline how CP can soften constraints while still performing inference on them.

The idea is to augment each soft constraint with a “cost” variable $Z$ which represents the amount of violation of the constraint under the corresponding assignment of its variables [16]. The newly defined problem is not overconstrained anymore. For example, a binary constraint $\gamma(X, Y)$ will be augmented to $\gamma(X, Y, Z)$. If $(X = 1, Y = 3)$ is a solution of $\gamma$, the corresponding tuple will be $(X = 1, Y = 3, Z = 0)$; if $(X = 1, Y = 2)$ isn’t, the corresponding tuple could be $(X = 1, Y = 2, Z = 1)$ or some other positive value for $Z$, depending on the violation measure.

If we ask to minimize the (weighted) sum of violation costs or simply bound the violation cost of each soft constraint, we can solve the problem with a traditional constraint programming solver. The important feature of this approach is that inference can still be applied, this time based on cost. For example, several of the most common constraints admit an inference algorithm that can be formulated as a network flow algorithm. In that case, violation arcs are added to the network, each with a cost corresponding to some violation measure of the constraint. The modified inference algorithm, instead of looking for a feasible flow, will compute minimum cost flows [17].

5 Constraint-Centered Search Heuristics

One of the main criticisms of constraint programming is that it is often necessary to design customized search heuristics in order to solve one’s problem efficiently and robustly. Some generic search heuristics are available but they may not be robust enough for the given problem and suffer from occasionally long runtimes. The design of generic robust search heuristics has recently caught the attention of the research community — we present one such approach [18].

Constraints have played a central role in constraint programming because they capture key substructures of a problem and efficiently exploit them to boost inference. We can do the same thing for search with constraint-centered heuristics which guide the exploration of the search space toward areas that are likely to contain a high number of solutions. These heuristics are based on solution counting information at the level of individual constraints and revolve around the following two concepts. Given a constraint $\gamma(X_1, \ldots, X_k)$ and respective finite domains $D_i \ 1 \leq i \leq k$, let $\#\gamma(X_1, \ldots, X_k)$ denote the number of solutions of constraint $\gamma$, called its solution count. Given a variable...
\( X_i \) in the scope of \( \gamma \), and a value \( d \in D_i \), we will call

\[
\sigma(X_i, d, \gamma) = \frac{\#_{\gamma}(X_1, \ldots, X_{i-1}, d, X_{i+1}, \ldots, X_k)}{\#_{\gamma}(X_1, \ldots, X_k)}
\]

the solution density of pair \((X_i, d)\) in \( \gamma \). It measures how often a certain assignment is part of a solution.

From this information we can derive simple branching heuristics, such as selecting the variable-value pair of highest solution density among all constraints or first choosing the constraint with the lowest solution count and then selecting the highest solution density pair in the scope of that constraint. One interesting feature of such search heuristics is that they are automatically built from the model since they are a product of its component constraints — adjustments to a model in order to reflect a problem’s evolution over time will be accompanied by adjustments to the search heuristic.

6 Conclusion

Constraint programming is well adapted to solve rostering problems because their complex requirements are matched by the expressiveness of the approach and because the focus is on satisfaction rather than optimization. The study of rostering by CP researchers also led to the identification of new combinatorial substructures which enriched the modeling language with new families of constraints.
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